DATA MINING

**Frequent Item Dataset**

**Market-Basket Data** – A general many-to-many mapping between two kinds of things, where the one (the baskets) is a set of the other (the items). The technology focuses on common events, not rare events.

Example:

|  |  |
| --- | --- |
| TID | Items |
| 1 | Bread, Milk |
| 2 | Bread, Diaper, Beer Eggs |
| 3 | Milk, Diaper, Beer, Coke |
| 4 | Bread, Milk, Diaper, Beer |
| 5 | Bread, Milk, Diaper, Coke |

Examples of frequent itemsets s(1) >= 3

{Bread} = 4

{Milk} = 4

{Diaper} = 4

{Beer} = 3

{Diaper, Beer} = 3

{Milk, Bread} = 3

Items = products; basket = sets of products

**Definition**:

**Itemset**: a collection of one or more items

**Support**: count (frequency of occurrence of an itemset), fraction (fraction of transaction that contain an itemset)

**Frequent itemset**: an itemset whose support is greater than or equal to a minsup threshold

**Mining frequent itemsets task**

Input: a set of transactions T, over a set of items I

Output: all itemsets with items in I having support >= minsup threshold

Problem parameters:

N = |T|: number of transactions

d = |I|: number of distinct items

w: max width of transactions

number of possible itemsets? M= 2d

**A Naïve algorithm**

**Brute-force approach**, each itemset is a candidate:

Consider each itemset is a lattice, and count the support of each candidate by scanning he data

Time complexity – O(NMw), Space complexity – O(M)

**Or**:

Scan the data, and for each transaction generate all possible itemsets. Keep a count for each itemset in the data

Time complexity – O(N2w), Space complexity – O(M)

**Computation Model**

Typically, data is kept in flat files rather than in database system.

* Stored on disk
* Stored basket-by-basket
* Expand baskets into pairs

**Computational Model 2**

The true cost of mining disk-resident data is usually the number of disk I/O’s

In practice, association-rule algorithms read the data in passes – all baskets read in turn

Thus, we measure the cost by the number of passes an algorithm takes

**Main-memory bottleneck**

For many frequent-itemsets algorithms, main memory is a critical resource

* As we read baskets, we need to count something, for example, occurrences of pairs.
* The number of different things we can count is limited by main memory.
* Swapping counts in/out is a disaster.

**The Apriori principle**

* If an itemset is frequent, then all of its subsets must also be frequent
* If an itemset is not frequent, then all of its supersets cannot be frequent
* The support of an itemset never exceeds the support of its subsets
* This is known as the anti-monotone property

**The Apriori algorithm**

* Ck = candidate itemsets of size k
* Lk = frequent itemsets of size k
* k = 1, C1 = all items
* While Ck not empty
  + Scan the database to find which itemsets in Ck are frequent and put them into Lk
  + Use Lk to generate a collection of candidate itemsets Ck+1 of size k+1
  + k++

**Candidate generation**

* Basic principle:
  + An itemset of size k+1 is a candidate to be frequent only if all its subsets of size k are known to be frequent
* Main idea:
  + Construct a candidate of size k+1 by combining frequent itemsets of size k
    - If k = 1, take all the pairs of frequent items
    - If k > 1, join pairs of itemsets that differ by just one item
    - For each generated candidate itemset, ensure that all subsets of size k are frequent

Association Rules

Given a set of transactions, find rules that will predict the occurrence of an item based on the occurrences of other items in the transaction.

Definition:

* An implication expression of the form X -> Y where X and Y are itemsets. Example: {Milk, Diaper} -> {Beer}
* Support (s):
  + Fraction of transactions that contain both X and Y
  + The probability P (X, Y) that X and Y occur together
* Confidence (c):
  + Measures how often items in Y appear in transactions that contain X
  + The conditional probability P (Y|X) that Y occurs given that X has occurred.

Tasks:

* Input: a set of transactions T, over a set of items I
* Output: all rules with items in I having
  + Support >= minsup threshold
  + Confidence >= minconf threshold

Two-step approach:

* Frequent Itemset Generation
  + Generate all itemsets whose support >= minsup
* Rule Generation
  + Generate high confidence rules from each frequent itemset, where each rule is a partitioning of a frequent itemset into Left-Hand-Side and Right-Hand-Side

Rule generation:

* We have all frequent itemsets, how do we get the rules?
  + For every frequent itemset S, we find rules of the form L -> S – L, where L S, that satisfy the minimum confidence requirements
  + Example: L = {A, B, C, D}
  + Candidate rules: A -> BCD, B -> ACD, C -> ABD, D -> ABC, AB -> CD, AC -> BD, AD -> BC, BC -> AD, BD -> AC, CD -> AB, ABC -> D, BCD -> A
* If |L| = k, then there are – 2 candidate association rules (ignoring L -> and -> L)
* How to efficiently generate rules from frequent itemsets?
  + In general, confidence does not have an anti-monotone property: c (ABC -> D) can be larger or smaller than c (AB -> D)
  + But confidence of rules generated from the same itemset has an anti-monotone property
  + Example: L = {A, B, C, D}: c (ABC -> D) >= c (AB -> CD) >= c (A -> BCD)
  + Confidence is an anti-monotone w.r.t number of items on the right-hand side of the rule

Rule generation for APriori Algorithm:

* Candidate rule is generated by merging two rules that share the same prefix in the right-hand side (RHS)
* Join (CD -> AB, BD -> AC) would produce the candidate rule D -> ABC
* Prune rule D -> ABC if its subset AD -> BC does not have high confidence
* Essentially, we are doing APriori on the RHS

Link Analysis Ranking

How to organize the web:

* Manually curated Web Directories
* Web Search
* Using the web graph
* Link analysis ranking

Definition:

* Use the graph structure in order to determine the relative importance
* Intuition: an edge from node p to node q denotes endorsement
  + Node p endorses/recommends/confirms the authority/centrality/importance of node q

Rank by popularity:

* Rank pages according to the number of incoming edges
* How many edges link to you is not the only important factor, but how important are those edges is necessary to define importance.
* Good authorities are pointed by good authorities

PageRank

* Good authorities should be pointed by good authorities
  + The value of a node is the value of the nodes that point to it
* How do we implement that?
  + Assume that we have a unit of authority to distribute to all nodes
  + Node i gets a fraction of that authority weight
  + Each node distributes the authority value they have to their neighbors
  + The authority value of each node is the sum of the authority fractions it collects from its neighbors
* Example:

![](data:image/png;base64,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)

Random Walks on Graphs

* The algorithm defines a random walk on the graph
* Rando walk:
  + Start from the node chosen uniformly at random with probability
    - Pick one of the outgoing edges uniformly at random
    - Move to the destination of the edge
    - Repeat

Markov chains

* A Markov chain describes a discrete time stochastic process over a set of states
  + S = {according to a transition probability matrix P = {}
  + = probability of moving to state j when at state i
* Matrix P has the property that the entries of all rows sum to 1. A matrix with this property is called stochastic
* The stochastic process proceeds in steps and moves between the states:
  + State probability distribution: the vector = {} that stores the probability of being at state after t steps
* Memorylessness property: the next state of the chain depends only at the current state and not on the past of the process (first order MC)
  + Higher-order MSs are also possible
* We can compute the vector at step t using a vector-matrix multiplication

HITS Algorithm

* Authority is not necessarily transferred directly between authorities
* Pages have double identity
  + Hub identity
  + Authority identity
* Good hubs point to good authorities
* Good authorities are pointed by good hubs
* Two kinds of weights:
  + Hub weight
  + Authority weight
* The hub weight is the sum of the authority weights of the authorities pointed to by the hub
* The authority weight is the sum of the hub weights that point to this authority

HITS and eigenvectors

* The HITS algorithm is a power-method eigenvector computation
* In vector terms
  + and
  + and
  + Repeated iterations will converge to the eigenvectors
* The authority weight vector a is the eigenvector of
* The hub weight vector h is the eigenvector of
* The vectors a and h are the singular vectors of the matrix A